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A Price-Incentive Resource Auction Mechanism
Balancing the Interests Between Users

and Cloud Service Provider
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Abstract—For a cloud service provider, it necessitates an
emerging cloud ecosystem to consolidate the existing users and
attract more potential users, further gaining its market share.
Therefore, in this article, we design a price-incentive resource
auction mechanism in cloud environment. In response to the
cloud resource price, each user synthesizes her bidding budget
and QoS requirement, and purchases cloud resources accord-
ing to her resource demand in a strategic manner. The cloud
service provider, meanwhile, can regulate the resource demands
of users through conducting a market-based pricing strategy,
against too low prices to cover the operational costs (i.e., energy
costs) or too high prices resulting in user churn. In virtue of an
elaborate market-based pricing strategy, the interests of users
and the cloud service provider are balanced. Our price-incentive
resource auction mechanism targets to stimulate maximum users
willing to purchase resources and perform their applications at
the cloud, on the premise of a minimum profit rate guaranteed
for the cloud service provider. It is also able to provide budge
balance and truthfulness guarantee, and satisfy the envy-freeness.
In order to carry out the above objectives, we carefully design
the user utility function reflecting the complicated user interest,
and formulate our resource pricing and auction problem as a bin
packing problem, which has non-polynomial computational com-
plexity. Regarding the NP-hardness of optimization problem and
the concavity of user utility, we present a computational-efficient
(1 + ε)-approximate algorithm namely PIRA. Finally, we con-
duct simulations based on the real-world dataset to validate the
effectiveness of our proposed approach.
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I. INTRODUCTION

W ITH the increasing prevalence of cloud computing,
a variety of cloud service providers (e.g., Amazon

EC2 [1], Google Cloud Platform [2], Microsoft Azure [3])
are presented to users who intend to migrate their applications
into cloud. Thanks to the technological advance of cloud com-
puting, mainstream cloud service providers usually provide
similar services, and are capable of meeting the general service
requirements of most cloud users. In this case, a cloud user
may have several candidate cloud service providers for choice.
In the face of market competitiveness for similar services, it is
necessary for a cloud service provider to develop a burgeon-
ing cloud ecosystem, with the aim of maintaining the existing
users and alluring more potential cloud users, further increas-
ing its market share. A significant market share can support a
cloud service provider’s profitability and sustainability, which
is conducive to holding a competitive advantage in the cloud
marketplace.

Market-based cloud pricing strategy plays a prominent role
in regulating the cloud service provider’s resource supply and
the resource demands of users [4], which can be an engine of
constructing an advanced cloud ecosystem. Resource demands
of users are usually price sensitive, varied with different cloud
pricing settings. When the cloud resource price is set as a
relatively lower price, more users are attracted to purchase
cloud resources. However, when the cloud service provider
raises the cloud resource price, the resource demands of users
are then tightened. The cloud service provider’s operational
costs mainly arise from the energy costs of the cloud infras-
tructure [5], [6]. With the cloud service provider’s operational
costs (i.e., energy costs) and resource demands of users fluctu-
ating with time, the cloud service provider would dynamically
modulate the resource price, and deliver a competitive resource
price [7]. The competitive resource price can not only recoup
the cloud service provider’s operational costs from users,
but also incentivize the maximum users to purchase cloud
resources on the cloud platform. With the maximum cloud
users attracted, the cloud service provider captures a significant
market share in the marketplace.

In this article, we explore the efficacy of market-based cloud
pricing strategy by putting forward a price-incentive resource
auction mechanism balancing the interests of users and the
cloud service provider. Multiple users simultaneously make
service requests, and place their bids and QoS requirements
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to the cloud. On the one side, each user would pay for the
allocated cloud resources, only when her QoS requirement is
satisfied by the cloud service provider. On the other side, the
cloud service provider receives the service bids from users, and
then makes a competitive pricing decision on cloud resources
to call on maximum users served at cloud. The user is incen-
tivized to outsource her application at cloud, due to her gained
maximum net-utility relating to her bidding budget and QoS
requirement. The energy cost incurred by operating the cloud
infrastructure is also adopted as an important consideration
influencing the pricing setting. The resource price and charge-
ment should overrun the cost, and ensure a particular profit
rate which is specified by the cloud service provider. The ser-
vice bid whose budget is below the cost would not be accepted
by the cloud service provider. To sum up, the objective of our
resource auction mechanism is to motivate maximum users to
host their applications at cloud while a profitability objective
requires to be at least guranteed. This way, our cloud ecosys-
tem reaches a balance between the interests of users and the
cloud service provider.

In order to develop a robust resource auction mechanism, it
is essential to satisfy the properties of budget balance, truth-
fulness and envy-freeness. Budget balance is usually treated
as a primary requirement when designing the resource auc-
tion mechanism [8]. It claims that the bidding budget of a
user is always sufficient to cover her service payment; oth-
erwise, the proposed auction mechanism is invalid. Besides,
the cloud service provider also needs to notice the fraudulent
behavior of users. One typical fraudulent behavior may be mis-
reporting the bidding budget with the attempt to be allocated
more cloud resources, further gaining a higher QoS. Hence,
the resource auction mechanism should provide the truthful-
ness guarantee, which removes the opportunistic incentive to
misreport the bidding budget [9]. In terms of the envy-freeness,
it is an inherent fairness criterion in economics. Regarding a
cloud pricing setting, users can be allocated the amount of
resources which maximize their utilities [10]. In our problem,
a net-utility function is elaborately designed for the user, which
collectively evaluates the user’s QoS gain and economic cost
of resource purchase. Therefore, with the guarantee of bud-
get balance, truthfulness and envy-freeness, our price-incentive
resource auction mechanism can enhance the user satisfaction
and instruct users to truthfully reveal their service bids, further
consolidating more cloud users.

However, designing such a resource auction mechanism
which achieves the above objective and properties is challeng-
ing in three folds. First, it is awkward to satisfy the properties
of both truthfulness and envy-freeness in the auction where
the cloud service provider simultaneously sell resources to
multiple users. As exemplified by the Vickrey Clarke Groves
(VCG) auction [11], it provides the truthfulness guarantee, but
discriminates between bidders (i.e., users) by selling identical
goods (i.e., cloud resources) at different prices, which dis-
satisfies the requirement of envy-freeness. Second, resource
pricing and procurement are coupled. The resource pricing
result determines the resource purchase demands of users,
and in return, the stimulated resource purchase demands also
reflect the market competitiveness of the resource pricing

result. Hence, it is required to comprehensively investigate the
interplay between resource pricing and procurement. Third,
the final QoS gain of a service request is by no means
proportional to the amount of allocated resources, usually
with concavity [12] instead. As a result, our optimization
problem is non-convex, which is computationally intractable
to solve out the optimal resource price. Thus, we expect to
design a computational-efficient approximate algorithm with
a good approximation ratio to attack the intractablity of the
optimization problem.

Main contributions of our work are summarized as follows.
• We investigate the interaction between users and the

cloud service provider in the process of resource pricing
and auction, aiming at stimulating maximum users served
at cloud and ensuring the cloud service provider’s prof-
itability goal. Based on this, we devise a cloud ecosystem
where the main steps in the price-incentive resource
auction mechanism are identified.

• To calculate the optimal resource price, we carefully
define the net-utility of user, and formulate our resource
pricing and auction problem as a non-convex optimization
model, where both the NP-hardness and computational
intractability incurred by concave utility functions are
analyzed.

• We design an approximate algorithm based on the decom-
position approach namely PIRA to achieve the objective
of incentivizing the maximum users served at cloud, on
the premise of the cloud service provider’s minimum
profit rate guaranteed. Having the maximum users served
at cloud, the cloud service provider’s revenue is also
maximized with an (1 + ε) approximation ratio.

• We theoretically prove that our mechanism meets the
properties of budge balance, truthfulness and envy-
freeness, while the computational complexity of PIRA
algorithm is analyzed. We also conduct experimental val-
idation based on the real-world dataset to evaluate the
performance of our proposed approach.

The rest of article is organized as follows. We first discuss
related works in Section II. Then, in Section III, we introduce
our system model and formulate our optimization problem. In
Section IV, we put forward our price-incentive resource mech-
anism and theoretically prove its properties. In Section V, we
extensively conduct simulating experiments based on the pub-
lic real-world dataset to verify the effectiveness of our resource
auction mechanism. Finally, we state the concluding remark
and look ahead our future work in Section VI.

II. RELATED WORK

A. Market-Based Cloud Pricing

Market-based pricing strategy has been launched into real-
world cloud enterprise. One of the prominent is the Amazon
EC2 Spot Instance [13], which is aimed to take advantage of
the idle EC2 instances. The Amazon EC2 operator gradually
modulates the price of Spot Instances on the basis of long-term
trends in supply and demand for Spot Instance capacity, which
is normally lower than the price of on-demand instances. To
make idle EC2 instances utilized, Yang et al. [14] designed a
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reserved-instance reselling algorithm for the cloud user, where
the reserved instance which was highly likely to be unutilized
in the future would be resold as the Spot Instance to reduce
the waste of unused reservations. Khodak et al. [15] exploited
the price advantage of Spot Instance to save the economic
cost of cloud user, where the user purchased resources based
on the predicted composite demand of Spot and on-demand
instances making applications executed within the acceptable
QoS level. Kamiyama [16] got enlightened by the mechanism
of Amazon EC2 Spot Instances, and then proposed a novel
VM trading approach amongst multiple cloud providers which
allowed idle VM instances transferred to other providers for
sufficient use. To sum up, the recent study on the Amazon EC2
Spot Instance mostly focuses on the resale of idle resources,
or takes the price advantage of Spot Instance to bring down
the operational cost of cloud users.

Moreover, there are also several literatures concerning the
design of market-based pricing strategy itself. Compared with
the static pricing strategy, the market-based pricing strat-
egy can capture and regulate the fluctuation of supply and
demand for cloud resources, thereby more effectively maxi-
mizing the revenue/profit earned by the cloud service provider.
Wan et al. [17] designed a reactive pricing strategy for cloud
resources with the aim of profit maximization, which dynam-
ically modulated the cloud server price in response to the
fluctuation of energy costs and user demands. Cong et al. [18]
explored the users’ SLA requirements as user-perceived val-
ues, and then presented a market-based server pricing model
dynamically optimizing the cloud service provider’s profit.
Zheng et al. [19] proposed a dynamic bandwidth pricing strat-
egy for revenue maximization in inter-datacenter networks,
where the bandwidth resource was time-independently priced
based on varied bandwidth demands of users. Wang et al. [20]
combined the market-based pricing strategy with effective VM
capacity modulation to consolidate the cloud profitability from
the latency-tolerant users.

Besides, market-based pricing strategy is also functioned in
timely recouping fluctuant energy costs from cloud users. The
data center operated by the cloud service provider is normally
situated in a deregulated electricity marketplace, where the
electricity price is evolving stochastically over time [21], [22].
Aldossary et al. [23] surveyed several energy-aware pricing
schemes, and identified the importance of designing a cloud
pricing strategy which should accurately reflect the fluctuant
electricity price. Nasiriani et al. [24] learned the fluctuant user
workload causing the peak of energy cost, and thus developed
a peak pricing scheme which fairly distinguished each cloud
user’s contribution to the peak energy cost. Sarker et al. [25]
paid regard to unpredictable electricity load and congestion in
the urban electric vehicle environment, and thus developed
a nonlinear power pricing strategy to regulate the electric
vehicle’s power request with the social welfare maximized.
Qiu et al. [26] aimed to achieve green cloud computing,
and thus designed a discriminatory pricing policy for cloud
resources which both maximized the profit earning and mini-
mized the instant energy costs, with user demands also taken
good care of.

B. Resource Auction Mechanism

Auction is a powerful tool to characterize the mar-
ket behaviors of cloud resource pricing and allocation. A
good resource auction mechanism can precisely model the
interaction between resource providers and buyers, as well
as perfectly match the resource supply and demand with
an effective pricing standard regulated. Huang et al. [27]
investigated the competition between network and cloud
providers from the perspective of an non-cooperative game,
and gained an economic understanding towards cloud auction.
Landa et al. [28] designed a Vickrey-auction-based service
provisioning scheme, aimed to handle the resource competi-
tion across users in distributed clouds. Jiang et al. [29] studied
the dynamic characteristics of IaaS consumers and providers
from the Google Cluster Trace, and then proposed a stochas-
tic resource pricing and allocation mechanism based on the
VCG auction. Sun et al. [30] formulated the resource sharing
mechanism amongst cloudlets as a sealed-bid bilateral auc-
tion, where each resource transaction was recorded in contract.
Lu et al. [31] paid concern on the two-sided cloud market
with multiple alternative cloud providers, based on which a
double auction was designed to match the requirements from
both users and providers. Zhang et al. [32] proposed a profit-
driven two-stage auction process with regard to tiered cloud
storage, where the operations of data storage and access were
both taken into account. Hosseinalipour and Dai [33] mod-
elled the market-oriented interactions amongst cloud users,
managers and providers with a two-stage auction model,
where the interaction between cloud users and managers was
characterized by the options-based sequential auction.

Furthermore, several essential auction properties, includ-
ing budget balance, truthfulness and envy-freeness, should be
taken into account when designing the resource auction mech-
anism. Budget balance implies that the bidding budget of user
would not be violated, which is generally seen as a primary
requirement of resource auction mechanism. Zheng et al. [8]
leveraged the idea of proportional sharing to admit the bud-
get balance, where the overall bidding budget from users was
sufficient to cover the resource instances’ procurement cost.
Arabnejad et al. [34] studied the budget-constrained workflow
scheduling in clouds, where the total workflow budget was dis-
tributed across various partitioned task subsets. Truthfulness
is a critical property used for preventing market manipula-
tion. Feng et al. [35] presented an effective learning approach
for measuring incentive compatibility (i.e., truthfulness) in
auctions, which provided great technical guidance to the auc-
tion mechanism validation. Zhang et al. [36] exploited the
truthfulness of VCG auction into the computation offloading
problem on mobile cloud computing, where the Lyapunov
optimization technique was applied to attack the high com-
plexity of VCG mechanism. Zhu et al. [37] proposed an online
auction mechanism for underutilized IaaS instances for the
sake of maximizing cloud resource utilization, in which the
truthfulness was ensured by sequential posted price mecha-
nisms. Envy-freeness indicates such a fair resource allocation
scheme that each user prefers the resource allocation of her
own to that of others. Baranwal and Vidyarth [38] equalised
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Fig. 1. Overview of Cloud Ecosystem and Resource Auction Framework.

the social welfare over various users requesting for cloud
resources (i.e., an envy-free status), through granting var-
ied priorities to distinct users during cloud resource auction.
Yang et al. [39] deployed a consensus revenue estimate strat-
egy in cloud resource auction which enabled the envy-freeness
on heterogeneous VM allocation.

In this article, we intend to consolidate the research of
market-based cloud pricing strategy from the perspective of
resource auction. Different from [27], [29], [31], [33] involv-
ing competitive cloud service providers in the auction, we
focus on maximizing a cloud service provider’s utility, such
that the maximum users are incentivized to be served by the
cloud service provider while a minimum profit rate is guar-
anteed. Besides, compared with [28], [29], [31]–[33] using
discriminatory price auction, we adopt a single-price auction
where cloud resources are valued in the same unit price. The
single-price auction can be more widely accepted, because
of the common sense that identical goods should be iden-
tically valued. Moreover, our price-incentive resource auction
mechanism also satisfies the essential properties of budget bal-
ance, truthfulness and envy-freeness. It is useful to enhance the
robustness of resource auction mechanism.

III. SYSTEM DESIGN AND FORMULATION

A. System Model

High-level Overview: We consider our cloud ecosystem
which works at a time-slotted manner, and the time horizon is
discretized into time slots at the duration of τ , indexed by t.
Resource auction is conducted over time slots. At the begin-
ning of each time slot, each user arbitrarily determines whether
to make the cloud service request. If the service request is
proposed, the user would place the service bid with her QoS
requirement to the cloud service provider. At each time slot,
the cloud service provider aggregates the service bids, and then
decides the spot unit resource price and the resource alloca-
tion scheme across multiple service bids. In response to the

dynamic service bids and energy costs, results of resource pric-
ing and allocation are stipulated to be reevaluated at each time
slot. The cloud service provider would update its decision on
resource pricing and allocation, based on the latest service bids
and energy costs.

Fig. 1 outlines our cloud ecosystem, where the interaction
between the cloud service provider and users is presented. We
identify the resource auction process at each time slot t into
three steps. In Step I, the users who place service bids at the
time slot t inform the cloud service provider of their QoS
requirements and bidding budgets. In Step II, the cloud ser-
vice provider receives the service bids, and determines the spot
unit resource price p(t) and resource allocation scheme during
the time slot t. With the spot unit resource price of p(t), the
cloud service provider decides for each user ui the ai (t) units
of resources to be allocated and bundled as a customized VM
where the user ui is served during the time slot t. The decision
on resource pricing and allocation is made based on a collec-
tive consideration of energy costs and user bids. To reduce
nonessential energy costs and increase the profit earning, idle
physical machines would be switched off into the sleep mode.
In Step III, the cloud service provider notifies the resource
price and allocation result of each user who places the service
bid, and collects the corresponding service payment.

Cloud Users: There are totally N cloud users who propose
the cloud service request, denoted by U = {u1, . . . , uN }. We
assume that, each user ui proposes a single service request,
and the user who proposes multiple service requests can be
regarded as a group of users. The service request of user ui

is specified as a tuple (si , t−i , t+i ,T−
i ,T+

i , bi ). The service
type si labels the type of application requested for execu-
tion at cloud. As in [34], [40], we mainly study on the
computation-intensive applications served at the cloud. The
temporal interval [t−i , t+i ] is subscribed by the user ui to per-
form the application with the type of si , where t−i ∈ N and
t+i ∈ N respectively indicate the corresponding starting time
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TABLE I
SUMMARY OF KEY NOTATIONS

slot and the ending time slot. Since the cloud service provider
conducts resource pricing and auction by time slots, thus the
user ui would automatically place her service bid at the begin-
ning of each time slot between [t−i , t+i ] to compete for cloud
resources, where bi indicates the bidding budget per time slot.
At each time slot t, a subset of users U(t) ⊂ U place the ser-
vice bid to the cloud service provider. Let N(t) denote the
number of users placing the bid at the time slot t.

During the temporal interval [t−i , t+i ], the user ui would
execute a sequence of jobs whose service type is si . The
runtime to complete a single job is differentiated with the
service type si and the number of allocated cloud resources.

According to the regression analysis results in [12] and the
experimental evidence in [41], the runtime to complete a single
job for user ui can be estimated by (1).

Ti (ai (t)) = θsi + φsi · ai (t) +
ηsi

ai (t)
+ ωsi · log(ai (t)) (1)

where θsi , φsi , ηsi and ωsi are regression coefficients specific
to the service type si , and ai (t) represents the number of cloud
resources allocated to user ui during the time slot t.

Each user ui can be served in her own customized
VM [5] assembled by the user-specified amount (i.e., ai (t))
of cloud resources, as in some recently burgeoning cloud plat-
forms [42], [43]. Such a customized VM service is beneficial
to attract more cloud users. Meanwhile, the cloud resource can
be in various forms, including CPU units, memory size, disk
storage, network bandwidth, etc. Enlightened by the degree
of parallelism specified by Spark/Hadoop [44], the amount of
cloud resources ai (t) for allocation can represent the number
of allocated compute slots, each of which is assembled by a
fixed number of varied resources.

Within the service request, the user ui also reports her QoS
requirement as [T−

i ,T+
i ], where T−

i , T+
i ∈ R

+. It states
the job runtime that the cloud service provider commits to,
if the user ui ’s service bid is accepted. Specifically, it should
take the time no more than T+

i to complete a user ui ’s job.
Besides, the job runtime which is less than T−

i is needless
for the user ui . Let a+

i and a−i represent the amount of cloud
resources which just respectively enables a job accomplished
within the time of T−

i and T+
i , i.e.,

a+
i = T−1

i

(
T−

i

)
and a−i = T−1

i

(
T+

i

)
.

Based on the above, the user ui has an utility ui (ai (t)) which
indicates her “happiness” towards various resource allocation
results ai (t), formulated by the piecewise function (2) below.

ui (ai (t)) =

⎧
⎨

⎩

ρi
(
a+
i

)
if ai (t) ∈

(
a+
i ,+∞)

ρi (ai (t)) if ai (t) ∈
[
a−i , a+

i

]

0 if ai (t) ∈
[
0, a−i

) (2)

When the allocated cloud resources ai (t) ∈
[
a−i , a+

i

]
,

the user utility ui (ai (t)) is evaluated by the QoS progress
rate ρi (ai (t)) relative to T+

i , as formulated in (3). It is
worth stressing that the QoS progress rate is by no means
proportional to the allocated resources, but usually with
concavity [41].

ρi (ai (t)) =
T+

i

Ti (ai (t))
. (3)

Cloud Service Provider: We restrict our focus on a homo-
geneous set of physical machines managed by the cloud
service provider, as in [26], [45]. Meanwhile, the cloud service
provider generally promises to supply sufficient computational
resources, and the recent studies [46], [47] also indicate that
the resource utilization in large-scale data centers is lower than
50% most of the time. Thus, we assume that the cloud service
provider has infinite resource capacity, where each physical
machine of cloud is equipped with r units of computational
resources. The cloud service provider controls the sleep/active
state of each physical machine over time slots, where the active
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physical machines are supplied to users who make cloud ser-
vice requests. At each time slot (i.e., billing cycle) t, the cloud
resources are priced by units as the spot unit resource price
p(t), and ai (t) units of cloud resources are allocated for each
user ui ∈ U(t) during the time slot t. Therefore, as in [20],
the number of active physical machines needed during the time
slot t is estimated by (4).

m(t) =

⌈∑
ui∈U(t) ai (t)

r

⌉

(4)

Let c̃ indicate the average energy cost to operate a physical
machine per time slot, and thus the overall energy cost to per-
form m(t) physical machines during the time slot t is c̃ ·m(t).
The electricity price is dynamically fluctuated over different
time slots [21], [22], denoted by pe(t) which is reasonably
well informed at the beginning of each time slot t. Hence, the
energy bill of the cloud service provider during the time slot t
is expressed as c̃ · pe(t) ·m(t). In addition, at the time slot t,
the cloud service provider collects the service payment from
users, which is p(t) ·∑ui∈U(t) ai (t) in total.

A minimum profit rate γ > 0 is arbitrarily pre-defined by the
cloud service provider according to its profitability objective.
The cloud service provider makes the decision on p(t), ai (t)
and m(t) with the minimum profit rate of γ guaranteed, which
implies the constraint (5) below.

p(t) ·
∑

ui∈U(t)

ai (t) ≥ (1 + γ) · c̃ · pe(t) ·m(t). (5)

Charge: The user ui has a bidding budget bi ∈ R
+, repre-

senting the maximum willing-to-pay monetary expense at each
time slot (i.e., billing cycle). The service payment (p(t)·ai (t))
of user ui at each time slot should not exceed the bidding
budget bi . Then, the net-utility vi (ai (t), p(t)) of user ui is
evaluated by the difference between her utility ui (ai (t)) and
her service payment over her allocated cloud resources ai (t),
such that

vi (ai (t), p(t)) = ui (ai (t))− p(t) · ai (t)
bi

(6)

Note that the service payment of user ui is normalized by
her bidding budget bi , which implies that the service payment
(p(t)·ai (t)) should not exceed the bidding budget bi . By inte-
grating (2) and (6) into account, the net-utility vi (ai (t), p(t))
can be also expressed as (7).

vi (ai (t), p(t))

=

⎧
⎪⎪⎨

⎪⎪⎩

ρi
(
a+
i

)− p(t)·ai (t)
bi

if ai (t) ∈
(
a+
i ,+∞)

ρi (ai (t))− p(t)·ai (t)
bi

if ai (t) ∈
[
a−i , a+

i

]

−p(t)·ai (t)
bi

if ai (t) ∈
[
0, a−i

)
.

(7)

Remark: During the subscription temporal interval [t−i , t+i ],
the user ui can arbitrarily adjust her bidding budget based on
the dynamic status of resource competition, to maintain its
resource competitive edge. By a slight abuse of notations, we
use bi to represent the bidding budget rather than bi (t).

B. Optimization Problem

We formulate the resource pricing and auction problem from
the standpoint of the cloud service provider which looks after
the interests of both cloud service provider and users. It targets
at stimulating maximum users outsourcing their application to
cloud while the minimum profit rate of γ is ensured as well.

Before formulating our optimization problem, we firstly
investigate the resource demand of user which reacts to the
cloud pricing setting. In order to incentivize the user ui to
conduct cloud migration, the user ui is supposed to gain the
maximum net-utility over her cloud resource allocation and
payment. Let di (p(t)) represent the user ui ’s resource demand
(in terms of the amount of resources) under the spot unit
resource price p(t), where the user ui ’s net-utility is maxi-
mized. We can formulate the user ui ’s resource demand under
the spot unit resource price p(t) as:

di (p(t)) � arg max
ai (t)

vi (ai (t), p(t)) (8)

With the resource demand di (p(t)) of each user defined, our
resource pricing and auction problem can be formulated as
Problem P1. The resource price p(t) and the resource alloca-
tion scheme A(t) = 〈ai (t)〉ui∈U(t) are a couple of decision
variables correlatively solved at each time slot t, where the
resource allocation scheme A(t) is resolved based on user
demands under a determined resource price p(t).

max
ai (t),p(t)

∑

ui∈U(t)

I{ai (t)>0} (P1)

s.t. p(t) ·
∑

ui∈U(t)

ai (t) ≥ (1 + γ) · c̃ · pe(t) ·m(t)

(C1.1)

ai (t) = di (p(t)) ∀ui ∈ U(t) (C1.2)

The objective of Problem P1 maximizes the number of users
served at cloud, where I{ai>0} is the indicator function return-
ing 1 when ai > 0, otherwise 0. Constraint C1.1, which is
derived from (5), claims the minimum profitability objective
of the cloud service provider. Constraint C1.2 indicates each
user purchases cloud resources on a voluntary basis, where the
amount of purchased cloud resources equals to her demand.

Solving the above resource pricing and auction problem is
non-trivial due to the following three aspects. Firstly, Problem
P1 maps to the bin packing problem, which is NP-hard. The
physical machines at cloud are conceived as bins, and each
user’s resource demand regarded as the object requires to be
packed into the bins. Resulting from the NP-hardness of bin
packing problem, Problem P1 is NP-hard as well. The sec-
ond challenge results from the concavity and segmentation
of the net-utility function vi (·). In Problem P1, the amount
of purchased cloud resources ai (t) is determined for each
user ui based on her own net-utility maximization, which
complicates the problem solving. The last challenge is embod-
ied in the complex correlation between the two families of
decision variables p(t) and ai (t). The decision on p(t) deter-
mines the resource allocation (demand) ai (t). As a return, the
resource allocation scheme A(t) = 〈ai (t)〉ui∈U(t) decides the
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Fig. 2. Overview of Price-Incentive Resource Auction Mechanism.

optimization result
∑

ui∈U(t) I{ai>0}, and is closely related
to whether the cloud service provider’s minimum profit rate γ
is satisfied under the price setting of p(t). Given the above,
we need to design a resource auction mechanism to solve this
problem in an efficient and effective manner.

Remark: Although the objective of our optimization
problem is not to maximum the cloud service provider’s rev-
enue, the formulation of Problem P1 has practical relevance
from the perspective of the cloud service provider. First, from
the viewpoint of cloud ecosystem, our Problem P1 is aimed
to motivate the maximum users served at cloud, which is con-
tributive for the cloud service provider to gain its market share
in the cloud marketplace. Second, we consider the scenario
where the user volunteers to purchase a certain amount of
cloud resources maximizing her net-utility. Compared with a
pure pursuit of revenue maximization regardless of the user
interests, our scenario is much closer to the realistic cloud mar-
ketplace. Third, a minimum profit rate γ is defined to ensure
the interest of cloud service provider. The minimum profit rate
γ can be treated as the parameter taking the trade-off between
the interests of users and the cloud service provider.

IV. MECHANISM DESIGN

A. Mechanism Overview

Our resource auction mechanism is aimed at incentiviz-
ing the maximum cloud users while a minimum profit rate γ

should be guaranteed, as formulated in Problem P1. Problem
P1 belongs to the bin packing problem, which has non-
polynomial computation complexity. Given this, we shift our
focus on designing an efficient resource auction mechanism
for Problem P1.

Fig. 2 outlines our price-incentive resource auction mech-
anism. We first need to clarify the rational strategy of cloud
resource purchase, exploring how many cloud resources each
user demands for under a certain determined resource price.
According to our optimization problem P1, each user pur-
chases the amount of cloud resources according to her demand
with her own net-utility maximized. The amount of required
cloud resources should be efficiently solved out, but the
segmentation and concavity of the net-utility function vi (·)
bring computational challenges. In view of this, we exten-
sively study the rational strategy of cloud resource purchase
in Section IV-B.

While the rational cloud resource purchase strategy con-
cerns about how each user purchases resources achieving
her own net-utility maximization, our cloud resource auc-
tion algorithm is price-incentive and focuses on pricing the
cloud resource from the high level. Each user’s resource
demand/allocation can be effectively regulated. The detailed
design for our resource auction algorithm is introduced in
Sections IV-C and IV-D. In brief, our price-incentive resource
auction algorithm is identified by two main phases to make
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the decision on resource pricing and allocation, summarized
as follows.

• In Phase 1, the maximum subset of users who can be
served at cloud is estimated in a crude but efficient
manner.

– The cloud service provider should satisfy the QoS
requirement for the maximum users, without break-
ing the price floor 	p
 (detailed later). Based on this
criteria, the estimated maximum cloud user subset
Û(t) is obtained.

• In Phase 2, the spot unit resource price p(t) and resource
allocation scheme A(t) are further finalized.

– Given the estimation result Û(t) in Phase 1, the cloud
service provider further finalizes the maximum cloud
user subset Ũ(t), where the minimum profit rate γ
is assuredly guaranteed.

– The spot unit resource price p(t) is also optimized
which helps to earn as much revenue as possible. The
corresponding resource allocation scheme A(t) =
〈ai (t)〉ui∈U(t) is obtained via simulating each user’s
rational cloud resource purchase.

B. Rational Cloud Resource Purchase Strategy

We intend to clarify how many cloud resources are
demanded by each user under a certain determined resource
price. It is assumed that the spot unit resource price has been
determined as p(t). As expressed in (8), each user ui deter-
mines her resource demand di (p(t)) by solving a net-utility
maximization problem. Indicated by (6) and (7), the user ui ’s
net-utility vi (ai (t), p(t)) is jointly associated with the QoS
gain and the service payment, and varies with the amount of
allocated resources ai (t). To obtain the optimal ai (t) maxi-
mizing the net-utility, we divide the following two cases into
discussion.

• Case 1: The user ui stretches her budget bi to purchase
the maximum amount of cloud resources which is less
than a−i .

– The user ui ’s QoS requirement [T−
i ,T+

i ] cannot
be satisfied, where the net-utility vi (ai (t), p(t))
decreases with ai (t). The user ui would gain a
negative net-utility if the user ui purchases cloud
resources. Thus, the user ui tends to be rejected at
the time slot t, and abandons cloud migration with
ai (t) = 0.

• Case 2: The user ui has a budget to purchase ai (t) >
a−i units of cloud resources with her QoS requirement
satisfied.

– We first demonstrate that the user ui could not pur-
chase the amount of cloud resources greater than a+

i .
Although the user ui may afford to purchase ai (t) >
a+
i units of cloud resources, the amount of purchased

cloud resources over a+
i is needless and merely

results in disutility instead, because the user ui ’s QoS
gain has been overfulfilled beyond her requirement
T−

i . Hence, purchasing ai (t) > a+
i units of cloud

resources contradicts with the objective of net-utility
maximization for the user ui .

– Thus, the optimal ai (t) maximizing the user ui ’s
net-utility should be figured out within [a−i , a+

i ].
According to (7), finding out the optimal ai (t) is to
balance the trade-off between the QoS gain and the
service payment. However, since the QoS progress
function ρi (ai (t)) (see Eq. (3)) representing the QoS
gain is concave in general, it is intractable to solve
out the optimal ai (t) which maximizes the user ui ’s
net-utility.

From now on, we get started on attacking the intractabil-
ity to solve the optimal ai (t) for the Case 2. Within ai (t) ∈
[a−i , a+

i ], the user ui would gain much more QoS progress
ρi (ai (t)) with the increase of ai (t) while a higher ser-
vice payment is charged in the meantime. Since the QoS
progress function ρi (ai (t)) is a concave function, thus the
optimal ai (t) can be a breakeven resource allocation point
where the growth rate of QoS progress ρ′i (ai (t)) exactly
counteracts the increase rate of normalized service payment
p(t)/bi . If such a breakeven point doesn’t exist, that is to
suggest ρ′i (a

−
i ) ≤ p(t)/bi . Here, the optimal ai (t) should be

a−i . To summarize, the unique optimal solution for ai (t) is
admitted as:

{
ai (t) = a−i if ρ′i

(
a−i

) ≤ p(t)/bi
ρ′i (ai (t)) = p(t)/bi if ρ′i

(
a−i

)
> p(t)/bi

(9)

After analyzing the unique existence of the optimal ai (t),
we expect to propose a computational-efficient approach to
solve out the optimal ai (t) for the user ui . Here, we formu-
late the net-utility maximization problem P2 which can figure
out the optimal ai (t). Constraint 2.1 ensures the budget bal-
ance, meaning that the service payment should not exceed the
bidding budget. Constraint C2.2 specifies the feasible range of
ai (t) ∈ [a−i , a+

i ].

max
ai (t)

ρi (ai (t))− p(t) · ai (t)
bi

(P2)

s.t. p(t) · ai (t) ≤ bi (C2.1)

ai (t) ∈
[
a−i , a+

i

]
(C2.2)

It can be easily identified that Problem P2 is a convex
optimization problem, in accordance with the standard form
of convex optimization problem [48] (The proof is omit-
ted). Then, we can solve the convex optimization problem P2
through searching for the solution satisfying the Karush-Kuhn-
Tucker (KKT) conditions [48]. Henceforth, we can acquire
the optimal ai (t) maximizing the user ui ’s net-utility for the
Case 2, by searching for the solution which satisfies the KKT
conditions of Problem P2.

Briefly speaking, we epitomize the rational cloud resource
purchase strategy of each user when a certain resource
price p(t) has been determined. In the Case 1, the user
ui abandons cloud migration with ai (t) = 0. In the Case
2, the user ui determines the amount of purchased cloud
resources ai (t) by solving the KKT conditions of Problem
P2.

Computation Complexity Analysis: In the rational cloud
resource purchase strategy, we mainly focus on the compu-
tation complexity in the Case 2 including the KKT-condition
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solving. Generally, the computation complexity of solving
the KKT conditions exponentially increases with the num-
ber of inequation constraints in the convex optimization
problem [49]. Since there are K = 3 inequation constraints
(i.e., the upper bound of Constraint C2.1, and the upper and
lower bound of Constraint C2.2) in Problem P2, then we can
solve Problem P2 for the user ui by searching for the solu-
tion which satisfies the KKT conditions at the computation
complexity of O(2K ) = O(1). Given this, with a spot unit
resource price p(t) determined, we sequentially calculate the
resource demand ai (t) = di (p(t)) of each user ui ∈ U(t) by
solving the corresponding Problem P2, requiring the overall
computation complexity of O(N(t)). Further, Problem P2 of
each user ui is independent with no correlation, therefore the
resource demand of each user ui ∈ U(t) can be also solved
in parallel, in the case of which the computation complexity
is reduced to O(1).

Remark: Because of the space limitation, the more detailed
formulation and analysis of KKT conditions for Problem
P2 is presented in Appendix A of the supplementary mate-
rial.

C. Phase 1 - Estimate the Maximum Subset of Cloud Users

At the beginning of each time slot t, the cloud service
provider collects the service bids proposed by the users
ui ∈ U(t). Each user ui ∈ U(t) has the heterogeneous bidding
budget bi and various resource requirement [a−i , a+

i ]. We can
obtain each user ui ’s maximum acceptable price p+

i for unit
cloud resource, formulated by (10). If the spot unit resource
price p(t) is set higher than p+

i , then the user ui cannot afford
to purchase at least a−i units of cloud resources to meet
her QoS requirement, and hence abandons cloud migration
with ai (t) = 0.

p+
i =

bi
a−i

for the user ui ∈ U(t) (10)

We order the users ui ∈ U(t) based on p+
i in an ascend-

ing rank Θ = < u[1], u[2], . . . , u[N (t)] > , where u[i ] indicates
the user ranked at the i-th place in Θ. If p(t) ≤ p+

[i ]
, then

the users u[j ] (j ≥ i) could purchase cloud resources with
their QoS requirements fulfilled. But if p(t) > p+

[i ]
, then the

users u[j ] (j ≤ i) are unaffordable to purchase enough cloud
resources meeting their QoS requirements, hence having to
abandon cloud migration.

In order to estimate the maximum subset of users served
at cloud, we consider the minimum profit rate γ required
by the cloud service provider. Here, we put forward a price
floor as 	p
 = c̃ · pe(t) · (1 + γ)/r , which is used to com-
pare with each user u[i ]’s maximum acceptable price p+

[i ]
. The

price floor indicates the unit resource price which equally
splits a physical machine’s bottom price c̃ · pe(t) · (1 + γ).
If p+

[i ]
< 	p
 for the user u[i ], then the service bid of user

u[i ] cannot be accepted by the cloud service provider at the
time slot t. In this phase, we intend to filter out all the users
u[i ] whose p+

[i ]
< 	p
 in the order Θ. Specifically, the criti-

cal user u[i ′′] amongst users should be figured out, satisfying

that

p+
[i ′′] ≥ 	p
 and p+

[j ]
< 	p
 (

j < i ′′
)

(11)

In other words, the service bids of users u[j ] (j < i ′′) are
rejected. In the end, an estimation of the maximum cloud
user subset is presented as

Û(t) = 〈u[i ′′], u[i ′′+1], . . . , u[N (t)]〉. (12)

D. Phase 2 - Finalize the Spot Unit Resource Price and
Resource Allocation Scheme

Based on the estimation result in Phase 1, we further final-
ize the maximum cloud user subset, together with the spot
unit resource price and resource allocation scheme deter-
mined as well. Before introducing the details, we preliminarily
present the resource price spectrum which enables various
cloud user subsets. Let [p(t)−, p(t)+] represent the resource
price spectrum of p(t) which could exactly empower the
users {u[i ], u[i+1], . . . , u[N (t)]} willing to be served at cloud.
Recall that, the maximum acceptable price for the user u[i ]

is p+
[i ]

, as formulated in (10). If the spot unit resource price

p(t) ≤ p+
[i ]

, then the users including u[j ] (j = i , i +
1, . . . ,N (t)) would like to purchase cloud resources with
their QoS requirements satisfied. Therefore, the resource price
spectrum [p(t)−, p(t)+] is defined as follows.

p(t)+ = p+
[i ]

p(t)− =

{
c̃·pe(t)·(1+γ)

r if i = 1
p+
[i−1]

+ σ otherwise

where σ > 0 can be a minuscule positive number just making
p+
[i−1]

+ σ > p+
[i−1]

. Meanwhile, p(t)− = 	p
 when i = 1.
It is worth noting that, the price floor 	p
 (defined in Phase

1) is no more than a necessary condition ensuring the min-
imum profit rate γ. Let us consider the following scenario,
where

∑
ui∈U(t) ai (t)/r = 50.3 indicates that m(t) = 51.

Here, the cost plus the required minimum profit over the 0.7r
units of idle cloud resources should be additionally shared
by the users who purchase cloud resources. It follows that,
the price floor 	p
 is insufficient to provide the γ-profit-rate
guarantee.

Therefore, we need to further ascertain the maximum cloud
user subset based on the rough estimation in Phase 1. The
basic idea of finalizing the maximum cloud user subset is
to gradually downscale the subset of cloud users until the
minimum profit rate γ is assuredly achieved. In specific, we
initially determine the cloud user subset as our estimated
maximum cloud user subset Û(t) (i.e., {u[i ′′], ..., u[N (t)]}).
Here, if the minimum profit rate γ can be achieved at a
resource price between the corresponding resource price spec-
trum [p(t)−, p(t)+], then the estimated maximum cloud user
subset in Phase 1 is literally the maximum cloud user subset,
i.e., Ũ(t) ← Û(t). Otherwise, we downsize the cloud user
subset by rejecting the service request of user u[i ′′], and then
similarly testify whether it is able to guarantee the minimum
profit rate γ in this time. If not, the cloud user subset would
be further downsized by removing the user u[i ′′+1]. The above
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process would not quit the loop until the minimum profit rate
γ is assured satisfied, or rejecting all proposed service bids.
The final maximum subset of cloud users is determined as
Ũ(t).

When finding out the unit resource price p(t) between
[p(t)−, p(t)+] which makes the minimum profit rate γ sat-
isfied, it is preferable to figure out the optimal unit resource
price which achieves the higher revenue for the cloud service
provider. Therefore, the revenue maximization problem is for-
mulated by Problem P3, where the cloud service provider’s
revenue π is defined in C3.1. Problem P3 not only specifies
the resource price spectrum p(t) ∈ [p(t)−, p(t)+] as shown
in C3.2, but also has the same constraints as Problem P1.

max
ai (t),p(t)

π (P3)

s.t. π = p(t) ·
∑

ui∈U(t)

ai (t) (C3.1)

p(t)− ≤ p(t) ≤ p(t)+ (C3.2)

(C1.1)− (C1.2)

Note that, in Constraint C1.2, the segmentation and con-
cavity of the net-utility function vi (·) makes our revenue
maximization problem intractable. Enlightened by the unique
structure of this optimization problem, however, we put for-
ward a simple but effective Revenue-Optimal Resource Pricing
algorithm namely RORP which reaches a near-optimal rev-
enue. The pseudocode of the RORP algorithm is shown in
Algorithm 1. It mainly consists of two steps as follows.

• Step 1: Discretize the continuous resource price spec-
trum [p(t)−, p(t)+] into X candidate prices p̂x , x =
1, 2, . . . ,X (Line 1-3).

• Step 2: Find out the candidate price p̂(t) = p̂x amongst
X candidate prices, under which the maximum revenue
is gained (Line 4-14).

Technically, the resource price spectrum [p(t)−, p(t)+] is
discretized into X discrete candidate prices, where X is
calculated based on (13).

X =

⌊
log

(
p(t)+/p(t)−

)

log(1 + ε)

⌋

+ 1 (13)

Let p̂x denote the x-th candidate price, which is expressed
in (14). Note that, ε > 0 is a constant parameter which
is configured according to the required trade-off between
computation efficiency and approximation ratio. A smaller ε
implies a better approximation ratio obtained by RORP algo-
rithm, which also requires a higher price sampling intensity
over [p(t)−, p(t)+] (i.e., a greater X) incurring a greater
computation complexity (detailed later in Theorem 1).

p̂x = p(t)+ · (1 + ε)1−x (14)

The RORP algorithm respectively calculates the revenue π
associated with each candidate price p̂x . After that, the candi-
date price p̂(t) = p̂x gaining the maximum revenue would be
selected as the final spot unit resource price p(t). The corre-
sponding resource allocation scheme A(t) = 〈ai (t)〉ui∈U(t)
is acquired through simulating each user’s rational cloud
resource purchase under p(t) = p̂(t).

Algorithm 1: Revenue-Optimal Resource Pricing
Algorithm (RORP)

Input: Resource price spectrum
[
p(t)−, p(t)+

]
.

Output: Resource price p(t);
Resource allocation scheme A(t).

1 Initialize π ← 0, p(t)← null, A(t)← null;
2 Calculate the number of discrete prices X based on (13);

3 Discretize the continuous price spectrum
[
p(t)−, p(t)+

]
into

X prices as p̂x ← p(t)+ · (1 + ε)1−x , x = 1, 2, . . . ,X ;
4 for each x = {1, 2, . . . ,X } do
5 for each ui ∈ U(t) do
6 if p+

i ≤ p̂x then
7 Acquire the user ui ’s rational resource allocation

(demand) ai (t) = di (p̂x ) solving the KKT
conditions of Problem P2;

8 else
9 ai (t)← 0;

10 if
p̂x ·∑ui∈U(t) ai (t)

(1+γ)
≥ c̃ · pe (t) ·

⌈∑
ui∈U(t) ai (t)

r

⌉
and

p̂x ·∑ui∈U(t) ai (t) > π then
11 π ← p̂x ·∑ui∈U(t) ai (t);
12 p(t)← p̂x ;
13 A(t)← 〈ai (t)〉ui∈U(t);

14 return p(t) and A(t);

TABLE II
APPROXIMATION RATIO VS. COMPUTATIONAL EFFICIENCY

Theorem 1: The RORP algorithm can achieve an approxi-
mation ratio of (1 + ε) on cloud service provider’s revenue
maximization, together with the computation complexity of
O(X) supposing that N(t) users conduct the rational cloud
resource purchase in parallel.

Proof: Suppose the revenue-optimal spot unit resource price
is p∗(t), under which the cloud service provider gains the
optimal revenue as π∗. There must exist an integer y ∈ [1,X ]
such that p(t)+ · (1 + ε)−y ≤ p∗(t) ≤ p(t)+ · (1 + ε)1−y .
In our RORP algorithm, p̂(t) is the approximate solution
selected from the X candidate discrete prices, under which
the corresponding revenue is π̂. Here, we can obtain that

π∗ = p∗(t)×
∑

ui∈U(t)

di (p∗(t))

≤
(
p(t)+ · (1 + ε)1−y

)
×

∑

ui∈U(t)

di (p∗(t))

≤ (1 + ε)× (
p(t)+ · (1 + ε)−y)

×
∑

ui∈U(t)

di
(
p(t)+ · (1 + ε)−y)

(15)

≤ (1 + ε)× π̂
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Algorithm 2: Price-Incentive Resource Auction Algorithm
(PIRA)

Input: Service bids of users U(t) in the time slot t .
Output: Resource price p(t);

Resource allocation scheme A(t).
1 // Phase 1
2 Initialize i ′′ ← N (t)− 1;
3 for each i = {1, 2, . . . ,N (t)} do
4 Pick out the user u[i ] ranked at the i -th place in the

ascending-ordered Θ;
5 if p+

[i ]
≥ c̃ · pe(t) · (1 + γ)/r then

6 i ′′ ← i ;
7 break;

8 else
9 Reject the service bid of user u[i ];

10 // Phase 2
11 for each i = {i ′′, i ′′ + 1, . . . ,N (t)} do
12 p(t)+ ← p+

[i ]
;

13 if i = i ′′ then
14 p(t)− ← c̃ · pe(t) · (1 + γ)/r ;

15 else if i ≥ i ′′ + 1 then
16 p(t)− ← p+

[i−1]
+ σ;

17 p(t), A(t) ← RORP( p(t)−, p(t)+ );
18 if p(t) =null and A(t) =null then
19 Reject the service bid of user u[i ];

20 else
21 Accept the service bid of users

Ũ(t) =
{
u[j ]

}N (t)

j=i
;

22 return p(t) and A(t) ;

23 return null;

where the inequality (15) arises from the fact that the user
resource demand is non-increasing with the unit cloud resource
price. Henceforth, the approximation ratio of our RORP algo-
rithm is proved to be (1 + ε).

In the RORP algorithm, the revenue of X candidate prices
needs to be respectively calculated by means of simulating
each user’s rational cloud resource purchase. Under an arbi-
trary candidate price p̂x , it takes the time of O(1) to simulate
N(t) users conducting the rational cloud resource purchase in
parallel. To summarize, the parallel computation complexity
of the RORP algorithm is O(X).

Generally speaking, we novelly convert the non-convex
optimization problem with a continuous decision range into
the one with a discrete decision domain, and thus devise a
computational-efficient approximate algorithm called RORP to
acquire a near-optimal result. As indicated in Theorem 1, the
constant parameter ε strikes a trade-off between computational
efficiency and approximation ratio, as exemplified in Table II.
With the RORP algorithm, the final spot unit resource price p(t)

together with the resource allocation scheme A(t) is derived in
Phase 2.

From the above, our price-incentive resource auction mech-
anism proceeds in the two phases which are Phase 1 and
Phase 2. We encapsulate the details of this two phases in
the Price-Incentive Resource Auction algorithm namely PIRA,
as shown in Algorithm 2. The PIRA algorithm is executed at
each time slot t.

Overall Computation Complexity Analysis: The PIRA algo-
rithm comprises Phase 1 and Phase 2. In Phase 1, we assume
that N1(t) users are excluded from the cloud user subset U(t),
where N1(t) ≤ N (t). When deciding whether to eliminate a
user’s service bid, we need to justify whether the corresponding
p+
[i ]

is no less than 	p
. Therefore, the computation complexity
of the Phase 1 is O(N1(t)). In Phase 2, we suppose that X
discrete candidate prices are totally put into trial before the final
spot unit resource price p(t) is determined. At each temporary
price setting, we simulate each user’s rational cloud resource
purchase in parallel, takeing the time of O(1). Thus, the computa-
tion complexity is O(X ) in Phase 2. To sum up, the computation
complexity is O(N1(t) + X ) for the PIRA algorithm.

E. Properties of Resource Auction Mechanism

Theorem 2 (Budget Balance): The user’s bidding budget bi
can always cover the service payment charged for the amount
ai (t) of purchased cloud resources.

Proof: Given the space limitation, the detailed proof for
Theorem 2 is presented in Appendix B of the supplementary
material.

Theorem 3 (Truthfulness): The user has no incentive to
misreport her bidding budget.

Proof: Given the space limitation, the detailed proof for
Theorem 3 is presented in Appendix C of the supplementary
material.

Theorem 4 (Envy-Freeness): The user always prefers her
own purchased amount of resources to that of others.

Proof: Given the space limitation, the detailed proof for
Theorem 4 is presented in Appendix D of the supplementary
material.

V. EVALUATION

A. Experimental Setup

Performance Data: Since the AI/ML jobs are known for
their high computation intensity [50], [51], thus we choose
eight representative AI/ML-related applications provided in
Spark MLlib [52] as the service types si proposed by service
requests, which are Classification, Naive.Bayes, Regression,
KMeans, Spearman, PCA, ALS and Summary.Stats. A recent
performance prediction framework called Ernest [12] proposed
a general job performance model for a variety of computation-
intensive applications including these eight service types.
Through parametric regression analysis, the relationship
between the job runtime and the number of allocated resources
is characterized as (1), where the regression coefficients θsi ,
φsi , ηsi and ωsi of our eight service types are explicitly
given in [12]. Therefore, in our experiments, a service request
is proposed with the service type which is randomly drawn
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Fig. 3. Overview of Trace Data.

from the Classification, Naive.Bayes, Regression, KMeans,
Spearman, PCA, ALS and Summary.Stats.

Workload Data: For the trace-driven experiments, we extract
the trajectory of service requests from the public Microsoft
Azure Cluster trace dataset [53]. The public Azure dataset
documents the VM running status in one of Azure’s geograph-
ical regions during one month from November 16, 2016 to
February 16, 2017, in which the activities of VM creation and
deletion are recorded across time. In the Azure dataset, the
subscription is a natural unit representing an Azure subscriber
who performs logically-related jobs. The Azure subscriber can
create several VMs based on their demands across time, where
the number of vCPU cores per VM can be designated by the
Azure subscriber.

We conceive each of VM created by the Azure subscriber as
a single service request, and the VM lifetime is regarded as the
temporal interval [t−i , t+i ] subscribed by the service request.
When the VM created by the Azure subscriber is active during
the time slot, then a service bid would be correspondingly
placed at this time slot. Additionally, the minimum resource
demand a−i of a service request is set based on the number of
vCPU cores allocated to the VM, while the maximum resource
demand a+

i is scaled as 1.75×a−i . The corresponding QoS
requirement [T−

i ,T+
i ] of the service request is mapped from

[a−i , a+
i ], based on (1).

The duration τ of each time slot is set as one hour, in accor-
dance with the minimum billing cycle of Microsoft Azure [54].
To simplify the experiment, we choose 336 time slots (i.e., 14
days) of data from the Azure workload trace, and randomly
select a fraction of 100 Azure subscribers from the entire
dataset. Fig. 3(a) shows the number of service bids placed
by these 100 Azure subscribers across time slots, where there
are approximately 300 to 400 service bids concurrently placed
in a time slot. Meanwhile, Fig. 3(b) demonstrates the trajec-
tory of aggregated resource demands from our selected 100
Azure subscribers.

Electricity Price Data: We collect the real-world trace data
for electricity price from the Independent Electricity System
Operator (IESO) [55], who manages the Ontario’s power

Fig. 4. Number of Accepted Bids, and Cloud Service Provider’s Revenue
under Different Minimum Profit Rates γ.

system. The Ontario’s hourly electricity price is updated by
IESO per hour, and the electrical customers should pay for
their energy costs according to the instant hourly electricity
price. For the trace-driven experiments, we adopt the Ontario’s
hourly electricity prices from February 10 to February 23,
2020 for 14 days, aligned with our selected Azure workload
data. The trace of Ontario’s hourly electricity prices is illus-
trated in Fig. 3(c). Note that, the average value over the trace
data for Ontario’s hourly electricity prices is 0.1262 $/kWh,
with the standard deviation of 0.0106 $/kWh. At each run
of our numerical experiments, the electricity price (in unit
of $/kWh) is randomly drawn from a normal distribution as
N (0.1262, 0.01062).

Parameter Settings: For the cloud service provider, each
physical machine of cloud has a resource capacity r of 10.
Each physical machine is assumed to expend an average of
500 Watts based on [56]. Hence, the average energy cost c̃ to
operate a physical machines is estimated as 1.2 * 500 = 600
Watts, where the power effectiveness usage PUE is consid-
ered as 1.2 according to [57]. Meanwhile, the minimum profit
rate γ required by the cloud service provider is configured as
0.2 (unless specified). With regard to the bidding budget, we
follow the assumption adopted in [8], [39] to generate the bid-
ding budget bi (in unit of $) for each service request according
to a normal distribution of ((a−i + a+

i )/2) · N (0.02, 0.0152).
The approximation ratio (1 + ε) is set as 1.02 in the RORP
algorithm.

B. Numerical Experiments

To clearly demonstrate the experimental result in numerical
experiments, we simply perform our PIRA algorithm for one
time slot here. Each of the following experimental results is
averaged over several runs to reflect the randomized nature of
auction.

1) Impact of Minimum Profit Rate γ: We firstly study the
impact of minimum profit rate γ on the auction outcome, i.e.,
the number of accepted bids and the cloud service provider’s
revenue. Here, we set 1,000 users concurrently placing ser-
vice bids to the cloud in a time slot. Fig. 4 demonstrates the
auction outcome under different minimum-profit-rate settings,
where each of experimental results is averaged over 200 runs.
It can been observed that, less service bids are accepted by
the cloud when γ is set higher. This is because more service
bids with relatively limited budgets are rejected. The rejected
service bids cannot afford to satisfy such a high profitability
objective γ. But in the meantime, the revenue earned by the
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Fig. 5. Performance Comparison between our RORP Algorithm, and the
Simulated Annealing Algorithm [58].

cloud service provider increases with a higher γ configured. It
happens because the cloud service provider sells more cloud
resources to bidders with the higher budget, for the sake of its
higher profitability objective γ. The above experimental anal-
ysis matches with our expectation that γ should balance the
interests of users and the cloud service provider.

2) Evaluation of RORP Algorithm Performance: Our RORP
algorithm plays an important part in our resource auction
mechanism. With the maximum cloud user subset determined
in the PIRA algorithm, our RORP algorithm is responsible for
finding out an optimal resource price which gains an approx-
imate maximum revenue. Given its importance, we intend to
evaluate the effectiveness and efficiency of our RORP algo-
rithm. In specific, we conduct the comparative experiment with
a state-of-the-art algorithm named Simulated Annealing [58].
As a renowned nonlinear optimization approach, the Simulated
Annealing algorithm can approximate the optimal price of
unit cloud resource where the highest revenue is earned. Note
that, our comparative experiment is performed on Windows
10 where the processor is Intel Core i7-5500U 2.4GHz with
the memory size of 12 GB.

Fig. 5 shows the comparative results between our RORP
algorithm and the Simulated Annealing algorithm. Note that,
each experimental result about our RORP algorithm is taken
an average over 200 runs, while that about the Simulated
Annealing algorithm is averaged over 10 runs. In terms of
algorithmic effectiveness, we compare these two competitive
algorithms on the cloud service provider’s revenue. Under
varied scales of bidding users, the difference on the gained
revenue between RORP and Simulated Annealing is extremely
small. Nevertheless, from the aspect of algorithmic efficiency,
a significant quantitative difference on the execute time exists
between these two approaches. Here, the execute time imply-
ing the computation cost is measured, where each user’s
resource demand is sequentially calculated under a certain
resource price. Our RORP algorithm’s execute time is far less
than that of the Simulated Annealing algorithm, while our
RORP algorithm gains the revenue with little difference to the
Simulated Annealing algorithm. It implies the advancement of

our RORP algorithm. Also, our RORP algorithm is expected
to gain much less execute time when each user’s resource
demand is resolved in parallel.

3) Auction Property Validation: We further conduct numer-
ical analysis to experimentally verify the properties of budget
balance and envy-freeness for our price-incentive resource auc-
tion mechanism. Similar experimental results can be obtained
in the subsequent trace-based experiment as well. Here, each
experimental result is averaged over 200 runs.

Budget Balance: We set 100 users who concurrently place
service bids to the cloud service provider in a time slot. The
service payment determined by the PIRA algorithm and the
bidding budget are compared across different users in Fig. 7.
All these 100 users’ bidding budgets respectively cover the
service payment of their own, where a user averagely con-
sumes 64.71% of her own bidding budget for service payment.
Given this, the property of budget balance is verified through
experiments.

Envy-Freeness: To better demonstrate the numerical result
which satisfies the property of envy-freeness, we simplify the
experimental scenario with eight users u1 ∼ u8 concurrently
placing service bids. Each user ui would be respectively allo-
cated ai units of cloud resources through our PIRA algorithm,
if her service bid is accepted. The user ui gains the net-
utility vi (ai ) on her own allocated resources ai , with her
QoS requirement fulfilled and her bidding budget balanced.
For each user ui , the net-utility vi (ai ) on her own allocated
resources ai is compared with the net-utility vi (aj ) on other
users’s allocated resources aj where j �= i , as shown in Fig. 6.
It can be seen that, the net-utility vi (ai ) on her own pur-
chased resources ai is always the greatest, no matter for the
user u1 ∼ u8, which embodies the property of envy-freeness
during resource auction.

C. Simulation Experiments Using Real Trace Data

Based on the real trace data, we then study the effective-
ness of our price-incentive resource mechanism. In specific, we
investigate the performance of our proposed PIRA algorithm
respectively from the both sides of cloud service provider and
users. For the cloud service provider, we testify whether the
minimum profit rate γ can be ensured by the PIRA algorithm
over time slots. For users, we evaluate the service capability of
our PIRA algorithm, measured by the number of the accepted
service bids. A state-of-the-art solution called Revenue-Max is
compared with our PIRA algorithm. The Revenue-Max algo-
rithm is an unilateral solution which only intends to gain the
maximum revenue for the cloud service provider regardless
of the user interests. The objective of revenue maximization
in the Revenue-Max algorithm is achieved by means of the
same approximate technique adopted in our proposed RORP
algorithm.

Fig. 8(a) shows the cloud service provider’s revenue earned
under our PIRA algorithm across time slots, comparing with
the Revenue-Max algorithm and the baseline of minimum
profit-rate guarantee. The minimum profit rate γ is pre-
configured by the cloud service provider according to its
profitability goal. It can be seen that the revenue baseline
corresponding to the minimum profit-rate guarantee fluctuates
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Fig. 6. Comparison of Net Utility on Various Resource Allocations across Different Users.

Fig. 7. Service Payment v.s. Bidding Budget across Different Users.

with the hourly-updated electricity price. The cloud service
provider’s revenue under our PIRA algorithm is always above
the minimum profit-rate baseline, which meets our expecta-
tion for our resource auction mechanism that at least γ profit
rate should be guaranteed. Additionally, the cloud service
provider’s revenue under our PIRA algorithm fulfills the mini-
mum profit-rate requirement exactly over the baseline. As long
as the minimum profit rate γ is fulfilled, the cloud service
provider would like to surrender part of the revenue relative
to that in the Revenue-Max algorithm by publishing a com-
petitively low price, with the aim of stimulating cloud users
as many as possible.

Fig. 8(b) shows the number of service bids accepted by the
cloud service provider under different algorithms. Differing
from our PIRA algorithm balancing the interests between
users and the cloud service provider, the state-of-the-art
Revenue-Max algorithm unilaterally targets to gain the max-
imum revenue for the cloud service provider regardless of
the user interests. It can be obtained from Fig. 8(b) that our
proposed PIRA algorithm accepts more service bids than the
Revenue-Max algorithm, therefore capturing a higher fraction
of cloud users in the marketplace. The comparative result coin-
cides with our envision for the PIRA algorithm incentivizing
the maximum users willing to be served at cloud.

Furthermore, we also make detailed comparative analysis
between the approaches of PIRA and Revenue-Max. Since the
Revenue-Max algorithm neglects the user interests but merely
focusesongaining themaximumrevenue, thus thecorresponding
spot unit resource price p(t) is usually set higher than the PIRA

algorithm across time slots, as shown in Fig. 8(c). However,
thanks to a lower, more competitive spot unit resource price p(t)
published by the PIRA algorithm, our price-incentive resource
auction mechanism can attract more cloud users. Accordingly,
our PIRA algorithm requires more active physical machines
serving for cloud users, as shown in Fig. 8(d). With our PIRA
algorithm, the cloud service provider can incentivize more cloud
users, notwithstanding an acceptable sacrifice of revenue in
comparison with the Revenue-Max approach.

VI. CONCLUSION

In this article, we study the market-based cloud pricing
strategy and put forward a price-incentive resource auction
mechanism. The proposed mechanism balances the interests
between users and the cloud service provider, specifically stim-
ulating the maximum cloud users while a minimum profit
rate is ensured for the cloud service provider. Facing the
challenges of (1) the NP-hardness of finding the optimal
solution, (2) the segmentation and concavity of the net-
utility function, and (3) the correlation between decisions
on resource pricing and allocation, we adopt the decompo-
sition approach and the approximate optimization technique,
and design a computational-efficient resource auction algo-
rithm called PIRA which dynamically determines the resource
price and allocation over time slots. Our proposed mechanism
is theoretically proved to be budget balanced, truthfulness,
and envy-free. The efficacy of our proposed resource auction
mechanism is validated by simulation experiments based on
the real-world dataset. Our research work is expected to have
potential contribution towards the resource auction mechanism
design in the cloud marketplace.

Moreover, there are also several avenues for our future
work. Firstly, a more fine-grained cloud resource allocation
scheme should be customized for different kinds of jobs.
It further involves a more exquisite management on varied
cloud resources (e.g., CPU units, memory size, disk storage,
and network bandwidth). In computation-intensive jobs, the
bottleneck resource is generally the CPU unit. But in network-
intensive jobs, the bottleneck resource turns to be the network
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Fig. 8. Comparative Simulation Results based on Real Trace Data.

bandwidth. Thus, for different kinds of jobs, a tailored resource
allocation strategy should be deployed. Secondly, it is of great
value to verify the cloud resource auction mechanism in a real-
world environment. The evaluation results obtained from an
in-the-wild experiment have more credibility, although there is
much difficulty to construct a realistic experiment environment
where numerous real bidders participate in the cloud resource
auction. The realistic experiment may provide more insights
on the resource auction mechanism design in the real-world
cloud environment.
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